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Current status: Grid
• 3 out of 4 of the Grid resources were up (Lancaster was down during the test: power outage)


• LSST jobs were able receive more slots in GridPP and OSG slots for 360 simultaneous running jobs, 
with Lancaster expected ~450-500 slots for 24 hours, slots number increased ~25/per hour


• Randomly picked 10 catalogs x 9 sensors x 4 rafts, running with “-t 4”:


• 73% finished successfully


• 25% finished, but failed to write (all at BNL, bug in pilot, now fixed)


• 1% failed (seem to be too long, it was killed after 01:02:40:20 of execution, investigating the 
problem)


• 1% was resubmitted (investigating, seems that PanDA server did not receive the heartbeat)


• jobs duration out of finished: 


• below 3-10 hours - ~40%


• 10-26 hours - ~60%



Other news & next steps

• There will be more resources and sites in GridPP 
(thanks to presentation by Alessandra Forti)


• Will try to run Data Management software, will need 
help and advices about it


• mounted it in my personal virtual machine


• /cvmfs/lsst.in2p3.fr not mounted neither in OSG nor 
in GridPP

http://lsst.in2p3.fr


Current status: Titan

• DMTCP: 


• manage to make checkpoint with PhoSim


• working on restore from existing checkpoint



Documentation on job 
submission

• a draft  of a document 
ready 

• s t i l l p l a c e d i n m y 
Evernote, ideas where to 
post it to?


